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Abstract

Federated Learning is  distributed 

learning a global and local 

devices (e.g., PC, mobile, IOT) 

collaborate to produce a global 

model.

Having a partial knowledge of 

the training, the aim is to 

compromise the global model by 

manipulating local model.

Material and Methods

Conclusions
▪Results indicate number of error 

rates increase as number of 

compromised worker devises 

increases.

▪The survey yet need to 

experiment how local model 

poisoning attack perform in other 

aggregation rules “Krum, Bulyan

trimmed, mean, and median 

agrégation aimed   robust against 

byzantine failures of certain 

clients.” (Minghong Fang et al)

Results

Introduction

Figure 1: Federated Learning Steps

The method of learning is a great

solution for industries interested in

collaborating with out sharing

their local datasets and data

privacy.

However, an attacker can craft the

local model parameters to deviate

the accuracy of global model. The

research proves an attacker can

compromise the global model.

Thus, alternative aggregation rule

robust against failure needed.
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▪ 70000 Dermatological 28x 28 

gray scale MNIST datasets

▪ 60000 training and 10000 

testing examples

▪ Deviate local model 

parameter to compromise 

global model update

Figure 2: Before the attack

▪ The error rates are normal 
under non-adversarial situation 
(Figure 2).

▪ But the error rates increase 
after successful attack (Figure 
3).

Results continued
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Figure 3:  After the attack
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